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Abstract—This paper presents a regret analysis on a distributed online optimization problem computed over a network of agents. The goal is to distributively optimize a global objective function which can be decomposed into the summation of convex cost functions associated with each agent. Since the agents face uncertainties in the environment, their cost functions change at each time step. We extend a distributed algorithm based on dual subgradient averaging to the online setting. The proposed algorithm yields an upper bound on regret as a function of the underlying network topology, specifically its connectivity. The regret of an algorithm is the difference between the cost of the sequence of decisions generated by the algorithm and the performance of the best fixed decision in hindsight. A model for distributed sensor estimation is proposed and the corresponding simulation results are presented.
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I. INTRODUCTION

An intrinsic aspect of the world around us is the existence of complex networks such as biological, chemical and social networks, and our technological world contains many designed networks such as the internet, power grids, and robotic networks. In recent years, the area of networked systems has received extensive attention and the manipulation and monitoring of such networks is of increasing interest. By increasing the size and complexity of these systems, decentralized control schemes are desired, reducing data transmission rates and ensuring robustness in the presence of local failures. In addition, when there is lack of access to centralized information, these control algorithms are essential to operate agents based on their locally available information.

Recently, there has grown an extensive literature on distributed convex optimization. Some of the recent distributed algorithms are based on the subgradient method [4], [5], [6], [7]. In these works the cost function is fixed while the topology of network is allowed to vary. However, uncertainties in the environment often have a significant impact on the cost functions making it difficult to set up a tractable optimization problem. One way to improve the robustness of the algorithm is via a stochastic framework [8], [9], [10], where the probability distribution of uncertain variables is known a priori. One such approach has been adopted by Duchi et al. [7] which examined this problem using stochastic subgradient method.

Despite its many successes, the stochastic optimization method fails at addressing the dynamic aspect of the problem. Online learning is an attempt to overcome this obstacle where the uncertainty in the system is demonstrated by an arbitrarily varying cost function. The cost function is unknown, even without a probabilistic assumption, at the time the relevant decision is made. This generalization of the framework has proved to have a significant impact on modern machine learning [11], [12], [13]. One standard metric to measure the performance of online algorithms is called regret. Regret measures the difference between the incurred cost and the cost of the best fixed decision in hindsight. Consequently, a good algorithm is one where the average regret approaches zero.

The distributed online optimization and its application in multi-agent systems has not been studied at large by the scientific community. Yan et al. in [14] introduced a decentralized online optimization based on dual averaging in which the agents are interacting over a weighted strongly connected directed graph. In addition, the regret bound of $O(\log T)$ is found for a strongly convex cost function and does not depend on the network topology. Considering an undirected chain graph and fixed-radius neighborhood information structure, Raginsky et al. [15] proposed an online algorithm for distributed optimization based on sequential updates proving a regret bound of $O(\sqrt{T})$.

The contribution of this paper is two folds; First, we discuss the extension of the work by Duchi et al. [7] on distributed optimization to the online setting, generalized to strongly connected network topology and provide regret bounds as a function of connectivity in the underlying network. These bounds highlight the link between the network topology and online algorithms and can thus be used for online design of high performance networks. Second, we demonstrate the applicability of the corresponding online distributed optimization for distributed sensor estimation. A comparison of network topologies illustrates some of the favorable network features in the online setting.

The organization of the paper is as follows. The paper commences with the introduction of notation, graphs, and regret. In §III, the optimization problem formulation is presented followed by the description of the algorithm and regret analysis in §IV. Then, in §V a distributed sensor estimation problem is solved based on the algorithm, and the simulation results are presented to reinforce the analysis. Finally, §VI provides our concluding remarks.

II. BACKGROUND AND PRELIMINARIES

We provide a brief background on constructs that will be used in this paper.
For column vector \( v \in \mathbb{R}^p \), \( v_i \) or \([v]_i\) denotes the \( i \)th element, \( e_i \) denotes the column vector which contains all zero entries except \([e_i]_i = 1\). The vector of all ones will be denoted by \( 1 \). For matrix \( M \in \mathbb{R}^{p \times q} \), \( [M]_{ij} \) denotes the element in its \( i \)th row and \( j \)th column. A doubly stochastic matrix \( P \) is a non-negative matrix with \( \sum_{i=1}^{n} P_{ij} = 1 \) and \( \sum_{j=1}^{n} P_{ij} = 1 \). For any positive integer \( n \), the set \( \{1, 2, ..., n\} \) is presented by \([n]\). The 2-norm is denoted by \( ||.||_2\).

A. Graphs

A succinct way to represent the interactions of agents in a network is through a graph. A weighted graph \( G = (V, E, W) \) is defined by a node set \( V \) with cardinality \( n \), the number of nodes in the graph which represent the agents in the network, and an edge set \( E \) comprising of pairs of nodes which represent the agents interactions, i.e., agent \( j \)’s dynamics if there an edge from \( i \) to \( j \), i.e., \((i, j) \in E\). In addition, a function \( W : E \rightarrow R \) is given that associates a weight \( w_{ij} \in W \) to every edge \((i, j) \in E\).

A graph is undirected if \((i, j) \in E \) implies \((j, i) \in E\). The adjacency matrix \( A(G) \) is a matrix representation of \( G \) with \([A(G)]_{ij} = w_{ij} \) for \((i, j) \in E\) and \([A(G)]_{ij} = 0\), otherwise. A graph \( G \) is strongly connected if between every pair of distinct vertices there exists a directed path. For a graph \( G \), we can define \( d_i \) as the summation of weights of incoming edges of node \( i \). In particular, \( d_i \) is the weighted in-degree\(^1\) of \( i \) and \( d_{\text{max}} = \max_{i \in V} d_i \). When for every node \( i \in V \) the weighted in-degree and out-degree are equal, the directed weighted graph \( G \) is called balanced. In addition, a graph \( G \) is balanced if and only if \( 1 \) is a left eigenvector of \( L(G) \), where \( L(G) = \Delta(G) - A(G) \) is the graph Laplacian and \( \Delta(G) \) is the diagonal matrix of \( d_i \)'s. Based on the construction of the directed weighted graph Laplacian, every graph \( G \) has a right eigenvector of \( 1 \) [3].

There are many families of graphs; the family of \( p \)-random graphs (Erdős–Rényi) are constructed by creating an edge \((i, j) \in E\) in the graph with probability \( p \) for all possible edges.

B. Regret

In online optimization, an online algorithm is used to generate a sequence of decisions \( \{x(t)\}_{t=1}^T \). The number of iterations is denoted by \( T \) which is unknown to the online player. At iteration \( t \), after committing to \( x(t) \), a previously unknown convex cost function \( f_t \) is revealed, and a loss \( f_t(x(t)) \) is incurred. There are two main categories for the feedback available to the player. In the full information model, after revealing loss \( f_t(x(t)) \), all information about the function \( f_t \) is observable by the player. The other category is the bandit model, in which the player is only able to observe the loss \( f_t(x(t)) \) [12]. In this paper, the loss \( f_t(x(t)) \) and its gradient are available to the online player.

The goal of the online algorithm is to ensure that the difference between the total cost and the cost of the best fixed decision is small. In addition, the best fixed decision \( x^* \) is chosen with the benefit of hindsight. Formally, the difference between these two cost when running \( t = 1, 2, ..., T \) iterations is called the regret of the online algorithm

\[
R_T = \sum_{i=1}^{T} (f_t(x(t)) - f_t(x^*)) .
\] (1)

Regret is a standard measure for the performance of learning algorithms. An algorithm performs well if its regret is sublinear as a function of \( T \), i.e. \( \lim_{T \to \infty} R_T/T = 0 \). This implies that on the average, the algorithm performs as well as the best fixed strategy in hindsight independent of the adversary’s moves. Further discussion on online algorithms and their regret can be found in [16], [17], [18].

III. Problem Statement

In this section a parallel decision processes for a distributed system is considered in which a large number of agents cooperatively optimize a global objective function. Let graph \( G = (V, E, W) \) represent the communication constraint on the system in which \( V = [n] \). Each node \( i \in V \) is an agent and an edge \((i, j) \in E\) indicates a communication link between agent \( i \) and \( j \). Thus, the set of agents that are communicating with agent \( i \) is defined as the neighborhood set \( N(i) = \{j \in V | (i, j) \in E\} \).

The global objective is to minimize

\[
f_t(x) = \frac{1}{n} \sum_{i=1}^{n} f_{t,i}(x) \quad \text{subject to } x \in \chi,
\] (2)

where \( f_{t,i}(x_i) : \mathbb{R}^d \rightarrow \mathbb{R} \) is a convex cost function associated with agent \( i \in V \) and evolves over time steps in an unpredictable manner. In other words, at time step \( t \), each agent \( i \) executes \( x_j \in \chi \) based on the local information available to it and to its neighbors and then an “oracle” announces \( f_t(x_i) \). The optimization variable \( x_i \in \mathbb{R}^d \) belongs to a closed convex set \( \chi \subseteq \mathbb{R}^d \) and represents the local decision made by agent \( i \).

The general definition of regret is presented in (1) with the best fixed decision provided with the full knowledge of \( f_t \) in hindsight denoted as \( x^* \). Two types of regret are introduced to analyze the performance of the system in this paper. The regret due to agent \( i \)'s action is

\[
R_T(x^*, x_i) = \sum_{i=1}^{T} (f_t(x_i(t)) - f_t(x^*)) ,
\] (3)

which is the cumulative penalty agent \( i \) pays because of its decisions on the global cost sequence \( \{f_t\} \). The running average regret is another measure for the analysis of the algorithm

\[
R_T(x^*, \hat{x}_i) = \sum_{i=1}^{T} (f_t(\hat{x}_i(t)) - f_t(x^*)) ,
\] (4)

where \( \hat{x}_i(t) = \frac{1}{t} \sum_{s=1}^{t} x_i(s) \) is the running average of \( x_i(t) \) by time \( t \). In this case, the network pays its penalty on a running average vector \( \hat{x}(t) \).
IV. MAIN RESULT

To solve the online optimization problem proposed in §III, we adapt Nesterov’s dual averaging algorithm [19]. The algorithm sequentially updates the state variable \( x_i(t) \) and a working variable \( z_i(t) \) for each agent. The update itself is based on a provided local gradient of a cost function \( \nabla f_{i,i}(x_i(t)) \) denoted as \( g_i(t) \). The centralized form of the algorithm appears as a gradient descent method followed by a projection step onto the constraint set \( \chi \), specifically,

\[
z(t + 1) = z(t) + g(t),
\]

where \( g(t) = \nabla f_i(x(t)) \); then

\[
x(t + 1) = \prod_{\chi} (z(t + 1), \alpha(t)),
\]

with \( \prod_{\chi} \) as the projection operator onto \( \chi \).

\[
\Pi_{\chi}^{\psi}(z(t), \alpha(t)) = \arg \min_{x \in \chi} \left\{ z(t), x + \frac{1}{\alpha(t)} \psi(x) \right\}, \tag{5}
\]

where \( \alpha(t) \) is a non-increasing sequence of positive functions and \( \psi(x) : \chi \rightarrow \mathbb{R} \) is a proximal function. The standard dual averaging algorithm uses proximal function \( \psi(x) \) to avoid wide oscillation in the projection step. Without loss of generality, \( \psi \) is assumed to be strongly convex with respect to \( \|\| \), \( \psi \geq 0 \), and \( \psi(0) = 0 \).

The distributed algorithm can be considered as an approximated gradient descent using \( g_1(t), g_2(t), \ldots, g_n(t) \) in replacement of \( g(t) \). The approximation is attained locally by an agent \( i \) via a convex combination of information provided by its neighbors \( N(i) \). This can be represented compactly as a doubly stochastic matrix \( P \in \mathbb{R}^{n \times n} \) which preserves the zero structure of the Laplacian matrix \( L(G) \). It is clear that for all agents to have access to each cost function \( f_{i,i} \) there must be a path from every agent \( i \) to every other agent. Consequently, a minimum requirement is that graph \( G \) must be strongly connected. The following proposition provides a method to construct a doubly stochastic matrix \( P \) of the required form from \( L(G) \).

**Proposition 1.** If \( G \) is balanced then \( P = I - \frac{1}{\epsilon} L(G) \) is doubly stochastic, where \( \epsilon \in (d_{max}, \infty) \). If \( G \) is strongly connected then the matrix \( P = I - \frac{1}{\epsilon} \text{diag}(v) L(G) \) is doubly stochastic, where \( v^T L(G) = 0 \) with positive vector \( v = [v_1, v_2, \ldots, v_n]^T \) and \( \epsilon \in (max_{i \in V} (v_i d_i), \infty) \).

**Proof:** For a balanced \( G \) and \( \epsilon \in (d_{max}, \infty) \), \( \frac{1}{\epsilon} L(G) \) preserves the sign structure of \( L(G) \) with diagonal elements in \((0, 1)\) and off-diagonal elements in \([-1, 0]\). Consequently, \( I - \frac{1}{\epsilon} L(G) \) is a non-negative matrix. As \( G \) is balanced, \( L(G) 1 = 1^T L(G) = 0 \). \( (I - \frac{1}{\epsilon} L(G)) 1 = 1 \) and \( 1^T (I - \frac{1}{\epsilon} L(G)) = 1^T \), so \( I - \frac{1}{\epsilon} L(G) \) is doubly stochastic.

A strongly connected graph \( G \) can always be reweighted to form a balanced graph \( \hat{G} \) with Laplacian, \( \hat{L}(G) = \text{diag}(v) L(G) \) [20]. The maximum degree of \( \hat{G} \) is then \( \max_{i \in V} (v_i d_i) \). Combined with the previous result the proposition follows.

The Online Distributed Dual Averaging (ODD) algorithm is presented in Algorithm 1. The projection function used in this algorithm is defined as in (5).

**Algorithm 1:** Online Distributed Dual Averaging (ODD)

1. for \( t = 1 \) to \( T \) do
2. Adversary reveals \( f_i(t) = \{f_{i,i}(t); \forall i = 1, \ldots, n\} \)
3. Compute subgradient \( g_i(t) \in \partial f_{i,i}(x_{i,i}) \)
4. for Each Agent \( i \) do
5. \( z_i(t + 1) = \sum_{j \in N(i)} P_{i,j} z_j(t) + g_i(t) \)
6. \( x_i(t + 1) = \prod_{\chi} (z_i(t + 1), \alpha(t)) \)
7. \( \hat{x}_i(t + 1) = \frac{1}{T+1} \sum_{s=1}^{T+1} x_i(s) \)
8. end
9. end

Before proceeding to the main result we provide a few preliminary remarks and definitions. Any convex function \( f_{i,i} \) on a compact domain is uniformly \( L \)-Lipschitz with respect to \( \|\|_2 \) [2]. In order to take advantage of the standard dual averaging algorithm properties in our regret analysis, the sequences of \( \bar{z}(t) \) and \( \bar{g}(t) \) are defined as

\[
\bar{z}(t) = \frac{1}{n} \sum_{i=1}^{n} z_i(t), \quad \bar{g}(t) = \frac{1}{n} \sum_{i=1}^{n} g_i(t), \tag{6}
\]

where these sequences are the average of dual variable and subgradient over all agents in ODD. Thus based on (6), the following update rule is introduced

\[
\bar{z}(t + 1) = \bar{z}(t) + \bar{g}(t). \tag{7}
\]

The update in (7) is similar to the standard dual averaging algorithm where the primal variable is

\[
y(t + 1) = \Pi_{\chi}^{\psi}(\bar{z}(t + 1), \alpha(t)). \tag{8}
\]

The main result of this paper can now be stated as follows.

**Theorem 2.** Given the sequence of \( x_i(t) \) and \( z_i(t) \) generated by line 5 and line 6 in Algorithm 1 for all \( i \in [n] \) where \( \psi(x^*) \leq R^2 \) and \( \alpha(t) = k/\sqrt{T} \), we have

\[
R_T(x^*, x_i) \leq \left( \frac{R^2}{k} + kL^2 \left( \frac{6\sqrt{n}}{1 - \sigma_2(P)} + 13 \right) \right) \sqrt{T}. \tag{9}
\]

**Proof:** The proof follows the general approach adopted in [7], extended to the online setting with an improved performance bound. Consider an arbitrary fixed decision \( x^* \in \chi \) and a sequence \( y(t) \) generated by (8) are given. From the \( L \)-Lipschitz continuity of \( f_{i,i} \)’s and the definition of regret in (3), the regret is bounded as

\[
R_T(x^*, x_i) \leq \sum_{t=1}^{T} \left( f_t(y(t)) - f_t(x^*) + L \|x_i(t) - y(t)\| \right). \tag{10}
\]

\[2\text{Note that the } L \text{-Lipschitz continuity is defined as } |f_{i,i}(x) - f_{i,i}(y)| \leq L \|x - y\|_2 \text{ for } \forall x, y \in \chi.\]


In addition, based on the convexity of \( f_{t,i} \)'s, we have
\[
\sum_{t=1}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} f_{t,i}(x_{i}(t)) - f_{t}(x_{t}) \right) 
\leq \sum_{t=1}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \langle g_{t}(i), x_{i}(t) - x^{*} \rangle \right)
\tag{11}
\]
where \( g_{t}(i) \in \partial f_{t,i}(x_{i}(t)) \) is the subgradient of \( f_{t,i} \) at \( x_{i}(t) \). We can now express the regret bound based on (11):
\[
R_{T}(x^{*}, x_{t}) \leq \sum_{t=1}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \langle g_{t}(i), x_{i}(t) - x^{*} \rangle \right) + \frac{L}{n} \sum_{i=1}^{n} \| x_{i}(t) - y(t) \| + L \| x_{t}(t) - y(t) \|. \tag{12}
\]
The first term on the right hand side of (12) is expanded as
\[
\sum_{t=1}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \langle g_{t}(i), x_{i}(t) - x^{*} \rangle \right) =
\sum_{t=1}^{T} \left( \frac{1}{n} \sum_{i=1}^{n} \langle g_{t}(i), x_{i}(t) - y(t) \rangle \right) + \frac{1}{n} \sum_{i=1}^{n} \langle g_{t}(i), y(t) - x^{*} \rangle. \tag{13}
\]
Note that \( 1/\sqrt{t} \) is a non-increasing positive function and the integral test leads to
\[
\sum_{t=1}^{T} \frac{1}{\sqrt{t}} \leq 2 \frac{\sqrt{T}}{\sqrt{2}} - 1.
\]
Thus, (12), (15), and (16) imply
\[
R_{T}(x^{*}, x_{t}) \leq \frac{L^{2}}{2} \sum_{t=1}^{T} \alpha(t-1) + \frac{1}{\alpha(T)} \psi(x^{*}) + \\
\frac{L}{\alpha(T)} \sum_{t=1}^{T} \alpha(t) \left( \| \varepsilon(t) - z_{i}(t) \|_{\ast} + \frac{2}{n} \sum_{i=1}^{n} \| z_{i}(t) - z_{i}(t) \|_{\ast} \right). \tag{17}
\]
Lemma 6 imposes an upper bound on the last term on the right hand side of (17). Thus, using (25) the regret is further bounded as
\[
R_{T}(x^{*}, x_{t}) \leq \frac{L^{2}}{2} \sum_{t=1}^{T} \alpha(t) + \frac{1}{\alpha(T)} \psi(x^{*}) + \\
\frac{L}{\alpha(T)} \left( \frac{3\sqrt{n}L}{1 - \sigma_{2}(P)} + 6L \right) \sum_{t=1}^{T} \alpha(t). \tag{18}
\]
Since \( \psi(x^{*}) \leq R^{2} \) and \( \alpha(t) = k/\sqrt{t} \), applying the integral test on the first and last terms in (18) leads to (9) and the theorem follows.

The result’s significance is the validation of “good” performance through sublinear regret as well as highlighting the importance of the underlying topology through \( \sigma_{2}(P) \). Further, when \( P \) is formed as proposed in Proposition 1, \( 1 - \sigma_{2}(P) \) is proportional to \( \lambda_{2}(G) \), where \( \lambda_{2}(G) \) is the second smallest eigenvalue of the graph Laplacian \( L(G) \) and a well known measure of network connectivity. Consequently, high network connectivity promotes good performance of the algorithm.

Now, the running average regret analysis can be stated exhibiting similar dependence on the parameters of the graph Laplacian.

**Corollary 3.** Given the sequence of where \( \hat{x}_{i}(t) \) is generated by line 7 in Algorithm 1 for all \( i \in [n] \) where \( \psi(x^{*}) \leq R^{2} \) and \( \alpha(t) = k/\sqrt{t} \), we have
\[
R_{T}(x^{*}, \hat{x}_{t}) = 2 \left( \frac{R^{2}}{k} + kL^{2} \left( \frac{6\sqrt{n}}{1 - \sigma_{2}(P)} + 13 \right) \right)^{\sqrt{T}}.
\]
**Proof:** Since the cost function \( f_{t}(x(t)) \) is convex, \( f_{t}(\hat{x}_{i}(t)) \leq \frac{1}{T} \sum_{s=1}^{T} f_{t}(x_{i}(s)) \). Based on Theorem 2, we have
\[
f_{t}(\hat{x}_{i}(t)) - f_{t}(\hat{x}_{i}(t)) \leq \frac{1}{T} R_{t}(x_{i}, x_{t}). \tag{19}
\]
Thus, the running average regret is bounded by the regret \( R_{t}(x^{*}, x_{t}) \) as
\[
R_{T}(x^{*}, \hat{x}_{t}) \leq \sum_{t=1}^{T} \left( \frac{1}{T} R_{t}(x^{*}, x_{t}) \right). \tag{20}
\]

The regret bound is given in (9) which implies
\[
R_{T}(x^{*}, \hat{x}_{t}) \leq \left( \frac{R^{2}}{k} + kL^{2} \left( \frac{6\sqrt{n}}{1 - \sigma_{2}(P)} + 13 \right) \right) \times \left( 2\sqrt{T} - 1 \right). \tag{21}
\]
The corollary now follows from (21).
V. EXAMPLE - DISTRIBUTED SENSOR NETWORK

In this section, we implement the online ODD algorithm in the context of a distributed sensor network.

Consider a distributed sensor network estimating at time \( k \), a random vector \( \theta_k \in \chi = \{ \theta \in \mathbb{R}^d \mid \| \theta \|_2 \leq \theta_{\text{max}} \} \), a closed convex set containing zero. The \( j \)th sensor observes \( \theta_{k} \) at time \( k \) through an observation vector \( z_{i,k}(\theta) : \mathbb{R}^d \rightarrow \mathbb{R}^{p_i} \), which is time-varying due to the sensor’s susceptibility to unknown errors. The sensor is modeled as \( h_{i}(\theta) = H_{i}\theta \) where \( H_{i} \in \mathbb{R}^{p_i \times d} \) is the observation matrix of sensor \( i \), and \( \| H_{i} \|_1 \leq h_{\text{max}} \) for all sensors \( i \). Adopting a least square point of view, the objective is to find theargument \( \hat{\theta} \) that minimizes the cost function

\[
    f_{i,k}(\hat{\theta}) = \frac{1}{2} \| z_{i,k}(\theta) - h_{i,k}(\hat{\theta}) \|_2^2 = \frac{1}{2} \| z_{i,k}(\theta) - H_{i}\hat{\theta} \|_2^2,
\]

a convex function with subgradient

\[
    \partial f_{i,k}(\hat{\theta}) = -H_{i}^T (z_{i,k}(\theta) - H_{i}\hat{\theta}).
\]

Figure 1 graphically summarizes the problem setup.\(^7\) The overall cost at time \( k \) is defined as, \( f_{k}(\hat{\theta}) = \frac{1}{n} \sum_{i=1}^{n} f_{i,k}(\hat{\theta}) \), and over time as \( f(\hat{\theta}) = \sum_{k=1}^{T} f_{k}(\hat{\theta}) \).

Consider \( f_{k} = f_{k+1} \) for all \( k = 1, 2, \ldots, T \) and a noisy observation \( z_{1,1}(\theta) = H_{1}\theta + v_{1} \), where \( v_{1} \) is independent white noise. The centralized optimal solution is

\[
    \theta^* = \left( \sum_{i=1}^{n} H_{i}^T H_{i} \right)^{-1} \left( \sum_{i=1}^{n} H_{i}^T z_{i,1}(\theta) \right);
\]

for \( \theta \in \mathbb{R} \) and \( H_{i} = 1 \) we notice that \( \theta^* = \frac{1}{n} \sum_{i=1}^{n} z_{i} \).

Consensus algorithms have consequently been used to solve this problem distributively [3]. Considered here is a more generalized family of \( z_{i}(\theta) \) that are time varying. It is assumed that an estimate of \( \theta \) is required in real-time, for example for an active tracking or response mission. The problem setup is consequently suitable for the proposed online optimization algorithm. The bounds presented in Theorem 2 follow after selecting \( \psi(x) = \frac{1}{2} \| x \|_2^2 \) and \( \alpha(t) \) accordingly.

To find the constants \( R \) and \( L \) featured in the result, we note that

\[
    \psi(x) \leq \frac{1}{2} \theta_{\text{max}}^2 \| x \|_2^2 \quad \text{and} \quad R \leq \frac{1}{\sqrt{2}} \theta_{\text{max}}.
\]

Further, the function \( f_{i,k} \) is Lipschitz as it is convex on a compact domain. Hence, from equation (9) as \( R_T(x^*, x_1)/T \rightarrow 0 \), “on average” the algorithm performs as well as best fixed case \( \theta^* \). For the case where \( \theta_{t} = \theta_{t+1} \) for all \( t = 1, 2, \ldots, T \), the optimal value is \( \theta^* \).

The ODD algorithm was applied on the described distributed sensor setup (without dual averaging) for 100 sensors. The objective is to estimate a scalar \( \theta \in (-\frac{1}{2}, \frac{1}{2}) \) with a fixed \( H_{i} \in (0, \frac{1}{4}) \) for each agent and \( \sup_{i} | H_{i} | = \frac{1}{4} \). The observation for agent \( i \) at time \( t \) is \( z_{i,t}(\theta) = a\theta + b \) for some \( a \in (0, 1) \) and \( b \in (-\frac{1}{4}, \frac{1}{4}) \). Thus, \( d = 1 \), \( \chi = (-\frac{1}{2}, \frac{1}{2}) \), \( h_{\text{max}} = \frac{1}{4} \), \( \theta_{\text{max}} = \frac{1}{4} \), \( R = \frac{1}{\sqrt{2}} \theta_{\text{max}} \) and \( L = \frac{1}{2} \).

The ODD algorithm was applied to a random unweighted undirected graph sensor network with \( k = \frac{1}{4} \) and edge probability \( p = 0.08 \). Figure 2 shows the good agreement of the estimated regret bound (9) and simulation results indicating that \( R_T(x^*, x_1) = O(\sqrt{T}) \).

The role of \( \sigma_{2}(P) \), in equation (9), can be applied to the selection of effective sensor network topologies, as the algorithm’s performance correlates inversely to the connectivity measure \( \sigma_{2}(P(G)) \). Suitable candidates include those with \( \sigma_{2}(P(G)) \) that scale well with \( n \), such as random regular graphs and expander graphs [21].

VI. CONCLUSION

This paper studies the problem of decentralized decision making in a networked system. A fast online algorithm was presented in which the decisions are made locally and parallel in time. Our analysis provides a sublinear regret bound of \( O(\sqrt{T}) \). In particular, the online algorithm performance improves over time with respect to the best fixed decision performance in hindsight. In addition, extending the dual averaging method to an online setting the role of the underlying network topology in achieving good regret has been highlighted. Specifically, the regret bound improves with increasing connectivity of network.

The proposed algorithm was applied on a distributed sensor estimation problem. The suitability of this problem to an online approach was justified by the requirement of acquiring estimates in real-time coupled with sensors susceptibility to
unknown errors. The simulation results showcased the benefits of the online learning scheme providing an estimation that on the average performed as well as the best case fixed solution in hindsight.

Future work of particular interest involves generalizing the results to time varying network topology, investigating favorable graph characteristics for the online framework improving the regret bound, and examining traditional problems in robotics and control systems using distributed online optimization.

VII. APPENDIX

The following two Lemma 4 and 5 can be found in [7], and so are presented here without proof.

**Lemma 4.** For any \( u, v \in \mathbb{R}^n \), and under the conditions stated for proximal function \( \psi \) and step size \( \alpha(t) \), we have 
\[
\| \nabla \psi(u, \alpha) - \nabla \psi(v, \alpha) \| \leq \alpha \| u - v \|_2.
\]

**Lemma 5.** For any positive and non-increasing sequence \( \alpha(t) \) and \( x^* \in X \)
\[
\sum_{t=1}^{T} \alpha(t-1) \| \tilde{g}(t) \|^2 + \frac{\sum_{t=1}^{T} \alpha(t) \| g(t) \|^2}{\alpha(t)}
\]
where the sequence of \( y(t) \) is generated by (8).

The following result presents a bound on \( \| \tilde{z}(t) - z_i(t) \|_2 \), proportional to the error incurred in decentralized update of Algorithm 1.

**Lemma 6.** For any sequences of \( z_i(t) \) and \( \tilde{z}(t) \) generated by line 5 of Algorithm 1 and 7, respectively, we have 
\[
\| \tilde{z}(t) - z(t) \|_2 \leq \sqrt{\frac{\eta T}{\sigma^2(P)}} + 2L \text{ for all } i \in [n] \text{ and } t \in [T].
\]

**Proof:** If we write the update in line 5 after \( s \) steps for all \( i \in [n] \) we have
\[
z_i(t) = \sum_{j=1}^{n} P_{ji}^s z_j(t-s) + \sum_{k=s-1}^{T-1} \sum_{j=1}^{n} P_{ji}^{t-k-1} g_j(k) + g_i(t-1).
\]

Since \( \tilde{z}(t) \) evolves as in (7), \( \tilde{z}(t) = \tilde{z}(t-s) + \sum_{k=s-1}^{T-1} \tilde{g}(k) \). By setting \( s = t \) in (22) and assuming \( z_i(0) = 0 \), we get
\[
\tilde{z}(t) - z_i(t) = \sum_{k=0}^{t-2} \left( \sum_{j=1}^{n} \left( \frac{1}{n} - P_{ji}^{t-k-1} \right) g_j(k) \right) + \tilde{g}(t-1) - g_i(t-1).
\]

Since \( \| g(t) \|_2 \| \leq L \), the dual norm of (23) is bounded as
\[
\| \tilde{z}(t) - z_i(t) \|_2 \leq L \sum_{k=0}^{t-2} \left( \sum_{j=1}^{n} \left( \frac{1}{n} - P_{ji}^{t-k-1} \right) g_j(k) \right) + \tilde{g}(t-1) - g_i(t-1).
\]

Since \( \| g(t) \|_2 \leq L \), the dual norm of (23) is bounded as
\[
\| \tilde{z}(t) - z_i(t) \|_2 \leq L \sum_{k=0}^{t-2} \left( \sum_{j=1}^{n} \left( \frac{1}{n} - P_{ji}^{t-k-1} \right) g_j(k) \right) + \tilde{g}(t-1) - g_i(t-1).
\]

A different bound on \( \| \tilde{z}(t) - z_i(t) \|_2 \) is presented in [7].
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